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ABSTRACT: Binary regression models represent a popular model-based approach for
binary classification. In the Bayesian framework, computational challenges in the
form of the posterior distribution motivate still-ongoing fruitful research. Here, we
focus on the computation of predictive probabilities in Bayesian probit models via
expectation propagation (EP). Leveraging more general results in recent literature, we
show that such predictive probabilities admit a closed-form expression. Improvements
over state-of-the-art approaches are shown in a simulation study.
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1 Introduction

Binary regression models represent a default model-based approach for binary
classification. Although the theory in the frequentist setting is well established,
flourishing research is still ongoing in the Bayesian framework, where such
models are also used as benchmarks for posterior computations (Chopin &
Ridgway, 2017). Here, we focus on the approximation of predictive proba-
bilities via expectation propagation (EP) in the Bayesian probit model

yi | βββ
ind∼ BERN

(
Φ
(
x⊺i βββ

))
, i = 1, . . . ,n; βββ ∼ Np(000,ν2Ip), (1)

with βββ ∈ Rp the unknown vector of parameters, xi ∈ Rp the covariate vector
associated with observation i and Ip the identity matrix of dimension p. Φ(t)
denotes the cumulative distribution function of a standard Gaussian random
variable evaluated at t and φp(t,S) will denote the density of a p-variate Gaus-
sian random variable with mean 000 and covariance matrix S, evaluated at t.



We show that the EP approximate predictive probabilities admit a closed-
form expression in terms of the output parameters returned by the EP routine.
Such parameters can be obtained at per-iteration cost of O(pn ·min{p,n}), as
shown in Anceschi et al. (2023) for a broad class of models and derived in full
detail for the probit model in Fasano et al. (2023).

2 Expectation Propagation (EP) review

Adapting more general results derived in Anceschi et al. (2023), Fasano et al.
(2023) showed that, calling y = (y1, . . . ,yn), the EP approximation q(βββ) ∝

∏
n
i=0 qi(βββ) of the posterior distribution p(βββ | y) for model (1) can be obtained

by leveraging on extended skew-normal (SN) distributions (Azzalini & Capi-
tanio, 2014). Except for q0(βββ), which is fixed equal to the prior p(βββ), we take
qi(βββ) = φp

(
βββ−Q−1

i ri,Q−1
i

)
, i = 1, . . . ,n, with the optimal ri’s and Qi’s to be

obtained via the EP routine. Consequently, calling r0 = 000 and Q0 = ν−2Ip, one
gets q(βββ) = φp(βββ−Q−1r,Q−1), with r = ∑

n
i=0 ri, Q = ∑

n
i=0 Qi. At each EP cy-

cle, the parameters ri and Qi of each site i = 1, . . . ,n are updated by imposing
that the first two moments of the global approximation q(βββ) match the ones of
the hybrid distribution

hi(βββ) ∝ p(yi | βββ)∏
j ̸=i

q j(βββ) = Φ((2yi −1)x⊺i βββ)∏
j ̸=i

q j(βββ). (2)

This is immediate after noticing that (2) coincides with the kernel of a multi-
variate extended skew-normal distribution SNp(ξξξi,ΩΩΩi,αααi,τi), with

ξξξi =Q−1
−i r−i, ΩΩΩi =Q−1

−i , αααi =(2yi−1)ωωωixi, τi =(2yi−1)(1+x⊺i ΩΩΩixi)
−1/2x⊺i ξξξi,

where Q−i = ∑ j ̸=i Q j, r−i = ∑ j ̸=i r j and ωωωi = [diag(ΩΩΩi)]
1/2. Combining this

with Woodbury’s identity, Fasano et al. (2023) show that, for i = 1 . . . ,n, the
updated quantities QNEW

i and rNEW
i equal kixix⊺i and mixi, respectively, with

ki =−ζ2(τi)/
(
1+x⊺i ΩΩΩixi +ζ2(τi)x⊺i ΩΩΩixi

)
and mi = ζ1(τi)si + ki(ΩΩΩixi)

⊺r−i +

kiζ1(τi)six⊺i ΩΩΩixi, having defined ζ1(x) = φ(x)/Φ(x), ζ2(x) =−ζ1(x)2−xζ1(x)
and si = (2yi −1)(1+x⊺i ΩΩΩixi)

−1/2. These results, combined with the efficient
computation of ΩΩΩi and update of the covariance matrix Q−1 of the Gaussian
approximation q(βββ), lead to an implementation of EP having a cost per iteration
O(p2n). When p is large, and especially when p > n, EP can be implemented
at O(pn2) cost per iteration by storing and updating only the p-dimensional
vectors wi = ΩΩΩixi = Q−1

−i xi and vi = Q−1xi, i = 1, . . . ,n. Eventually, one can
compute the full EP covariance matrix as

Q−1 = ν
2Ip −ν

2VKX, (3)
where V = [v1, . . . ,vn], X = [x1, . . . ,xn]

⊺ and K = diag(k1, . . . ,kn).



3 Closed-form EP predictive probabilities

One of the advantages of the Gaussian approximation provided by EP is that
it results in a simple closed-form expression for the approximate predictive
probability of observing yNEW = 1 for a new statistical unit having covariate
vector xNEW, namely PrEP[yNEW = 1 | y]. Indeed, calling ξξξEP = Q−1r and ΩΩΩEP =
Q−1 so that q(βββ) = φp (βββ−ξξξEP,ΩΩΩEP), it holds

Pr EP[yNEW = 1 | y] = Eq(βββ)
[
Φ
(
x⊺NEWβββ

)]
= Φ

((
1+u

)−1/2x⊺NEWξξξEP

)
, (4)

where u = x⊺NEWΩΩΩEPxNEW and the last equality in (4) follows by Lemma 7.1 in
Azzalini & Capitanio (2014). The only computationally relevant part in (4) is
the computation of the quadratic form u. However, when p < n, ΩΩΩEP is directly
returned by the algorithm, and u can be computed at cost O(p2). On the other
hand, when p > n (or in general when p is large), this direct computation can
be avoided since, by (3), u = ν2

[
x⊺NEWxNEW −

(
V⊺xNEW

)⊺ K(XxNEW)
]
, com-

putable at cost O(pn). Thus, Equation (4) provides an efficient closed-form
approximation of the exact predictive probability Pr[yNEW = 1 | y], which can
be computed at cost O(p ·min{p,n}) from the EP parameters.

4 Simulation study

We show with a simulation study the advantages of combining the efficient EP
implementation presented in Fasano et al. (2023) with the efficient computa-
tion of the predictive probabilities presented in Section 3. Fixing n = 100 and
ν2 = 25, we compute the predictive probabilities for ñ = 50 test units in five
different scenarios with synthetic data, for p = 50,100,200,400 and 800. We
compare the approximate predictive probabilities obtained with EP and with
the partially-factorized variational approximation (PFM-VB) (Equation (9) in
Fasano et al. (2022)) with the ones arising from a Monte Carlo approximation
exploiting i.i.d. samples from the posterior (Durante, 2019). Figure 1 shows
that EP can achieve superior accuracy for p < 2n, while in the other settings
they provide comparable results. The EP running time ranges from 0.02 to 0.12
seconds, while for PFM-VB it ranges from 0.13 to 0.23. The slightly higher cost
of PFM-VB is because, after convergence, the computation of predictive proba-
bilities requires a sampling step that takes approximately 0.12 seconds. To con-
clude, the results presented in this work make the computation of EP approxi-
mate predictive probabilities feasible in settings where currently-available im-
plementations are computationally impractical. Considering p = 800 for il-
lustration, the function EPprobit from the R package EPGLM, requires 140



Figure 1. For vary-
ing p, median ab-
solute difference
between the ñ = 50
predictive proba-
bilities resulting
from 2000 i.i.d.
samples and the
ones arising from
EP and PFM-VB for
probit regression
with n = 100 and
ν2 = 25. Grey areas
denote the first and
third quartiles.

seconds, about 1000 times slower than the efficient implementation presented
here. Code is available at https://github.com/augustofasano/EPprobit-SN.
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