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ABSTRACT: Forecasting multiple dependent zero-inflated count processes is a prob-
lem encountered in many statistical applications. Standard parametric approaches typ-
ically rely on independence assumptions that fail to capture dependence structures.
Here a Bayesian nonparametric approach is proposed to overcome this problem and
showcased on a real dataset of civil conflicts in Asia. The forecasting model is ob-
tained by generalizing the clustering methods proposed in Franzolini et al. (2023).
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1 Introduction

In statistical applications involving count data, it is common to encounter
datasets showcasing a large number of zeros. Analyzing zero-inflated data re-
quires statistical models that extend beyond standard count distributions, such
as Binomial, Poisson, or Negative Binomial. Adding to the likelihood func-
tion a parameter specifically controlling the probability of observing a zero
count is a popular strategy (Mullahy, 1986; Lambert, 1992), but this approach
still relies on strong parametric assumptions regarding positive counts and is
difficult to extend to multivariate count data: it requires a large number of pa-
rameters to avoid simplistic independence assumptions between multiple pro-
cesses. Furthermore, when predicting future outcomes, the likelihood func-
tion is complicated by covariate values or autoregressive components, adding



to the complexity of the multivariate distribution of many zero-inflated pro-
cesses. One flexible, yet parsimonious, solution has been recently proposed
by Franzolini et al. (2023). They model joint probabilities of zero-inflation
using a Bayesian enriched mixture of finite mixtures, obtained by combining
the works of Wade et al. (2011) and Argiento & De lorio (2022). The strength
of the method relies on the fact that, within each mixture component, different
processes are modeled with an independent kernel and the dependence across
multiple count processes is captured by the underlying clustering structure.
Thanks to the prior on the number of components of the mixture, the model
automatically adjusts its complexity (measured by the number of parameters to
be estimated) based on the data, ultimately requiring fewer parameters than tra-
ditional multivariate approaches when the data suggest so. Lastly, the method
provides an additional interesting inferential outcome, i.e., a two-level cluster-
ing of subjects, based on the patterns of zero/non-zero counts (outer clustering)
and values of positive counts (inner clustering). In Franzolini et al. (2023), the
inferential goal is to detect groups of subjects with different count patterns and
the data are cross-sectional. In this work, we extend their approach including
in the model subject/time-specific covariates, autoregressive components, and
random effects, aiming at predicting multiple longitudinal zero-inflated out-
comes. We name the resulting model zero-inflated enriched mixture (ZIEM)
regression.

2 ZIEM regression

The ZIEM regression is presented for a bivariate count process (X;;,Y;;), with
multivariate predictors Z;,;, where i and ¢ denote subjects and time, respec-
tively The zero/non-zero components of the responses, i.e., X,-y, =1(X;; > 0)
and Y,, = 1(Y;; > 0), are modeled through a finite mixture model with bivari-
ate kernel where mixture components are defined by the parameters of a logit
regression with an autoregressive component, i.e.,
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Figure 1. Civil conflict data: data are part of a Defense Advanced Research Project
Agency (DARPA) funded project which has created a dataset of over 2 million
machine-coded daily events occurring between actors within the Asia-Pacific region.

where 8 = (8y,...,0y,), with 8,, € R*, and Poij denotes a shifted Poisson
distribution on {1,2,...,}. The model (1) induces an outer clustering struc-
ture of the subjects denoted by i. Then, within each outer cluster m and in-
dependently across outer clusters, the positive component of the responses is
modeled through a finite mixture model with bivariate Poisson kernel, i.e.,
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where &, = (&t -, Emm, ), With &, s € (RT)? and Qy is a bivariate Log-
normal distribution with independent components. The extension to processes
with dimension d > 2 is straightforward.

3 An application to civil conflict

We test the out-of-sample predictive performance of our model on a monthly
bi-variate dataset concerning domestic civil conflicts from 1997 to 2010 in
n = 26 countries in Asia. The observed responses are plotted in Figure 1. For
a detailed description of the dataset, we refer to Bagozzi (2015). Monthly
data from 1997 to 2009 are used to train our model (ZIEM regression), a zero-
inflated Poisson (ZIP) regression, and a zero-inflated Negative Binomial re-



gression (ZINB) regression. ZIP and ZINB regressions are estimated with the
R package pscl (Zeileis et al., 2008). Data from the year 2010 are used to
evaluate the prediction performance. All three models include an autoregres-
sive component and three covariates (i.e., log-GDP per capita, GDP growth,
log-population), which are used to predict the occurrence of a non-zero count.
Table 1 summarizes the predictive performance of the three models, based on
which we conclude that ZIEM regression outperforms the competitors.

Table 1. Out-of-sample predictive performance: root mean squared error (RMSE),
normalized root mean squared error (NRMSE), maximum squared error (max{&}),
and squared error (¢*) distributions’ quantiles. Bold values denote the best perfor-
mance.

xs.t pr(e? >x)=p
Model RMSE NRMSE max{¢’} | p=0.15 p=0.25 p=0.50
ZIEMreg. | 672  0.1527  26.07 7.44 4.77 1.18
ZIP reg. 752  0.1708 35.74 8.22 8.00 1.72
ZINBreg. | 8.07  0.1834  36.90 8.11 7.10 5.26
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