
HIERARCHICAL PERCENTILE CLUSTERING TO
ANALYSE GREENHOUSE GAS EMISSIONS FROM

AGRICOLTURE IN EUROPEAN UNION

F. Marta L. Di Lascio 2, Fabrizio Durante 1, Aurora Gatto 2

1 Department of Economic Sciences, University of Salento, Centro Ecotekne, 73100,
Lecce, Italy, (e-mail: fabrizio.durante@unisalento.it)
2 Faculty of Economics and Management, Free University of Bozen-Bolzano, Piazza
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ABSTRACT: One of the key issues in the European Union’s environmental policy
concerns greenhouse gas emissions reduction, which is a challenge task to mitigate
climate change. In this paper we investigate the emissions of different greenhouse
gases from agriculture in the European Union countries through the innovative ag-
glomerative hierarchical percentile clustering algorithm.
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1 Introduction

Clustering methods are unsupervised techniques useful to identify structure
underlying the data with the aim of gaining insights into their generating pro-
cess. Durante et al., 2021 proposed a method called Agglomerative Hierachical
Percentile Clustering (AHPC) that allows us to deal with experimental errors
and/or uncertainty affecting the observations. Hence, AHPC algorithm aims to
cluster objects represented by repeated measurements on a set of variables.

Recently, European Union (EU) established to reduce greenhouse gas (GHG)
emissions by at least 55% by 2030 compared to 1990 levels, and achieve cli-
mate neutrality by 2050. In particular, the emissions from agriculture account
for about 11% of EU-27 emissions and in 2020 were about the same as in
2005. Hence, in the coming years substantial GHG emission reductions across
all the sectors of the economy, including agriculture, are expected.

Our interest is to investigate the possible different behavior of EU countries
in GHG emissions from agriculture through the innovative AHPC. To this aim,
Sect. 2 presents the AHPC algorithm, while Sect. 3 contains the empirical
analysis and a discussion of the findings. Finally, Sect. 4 concludes the paper.



2 The AHPC algorithm

The percentile clustering (PC) is a clustering method based on a dissimilarity
matrix computed according to the percentile approach suggested in a seminal
paper by Janowitz & Schweizer, 1989. Recently, Durante et al., 2021 have
developed the PC method in the hierarchical clustering framework and inves-
tigated its performance on both simulated and observed data.

Suppose to cluster d objects, i.e. statistical units, on which p different
variables are observed. Also assume that each object i is associated with a set
of ni repeated observations, e.g. observations over time, and thus represented
by a (ni× p)-dimensional matrix Xi. The AHPC algorithm can be summarized
as follows:

1. for each pair of objects i and j, with i ̸= j and i, j = 1, . . . ,d, i.e. for each
pair of matrices Xi and X j:
(a) compute the Euclidean distance di j

kℓ between the k-th row of Xi and
the ℓ-th row of X j for every k = 1, . . . ,ni, ℓ= 1, . . . ,n j;
(b) compute the dissimilarity pi j as the α-quantile of the di j

kℓ distances
computed at the step (a) by varying k and ℓ; α can obviously assume
value in [0,1];

2. create the (d×d)-dimensional dissimilarity matrix P= (pi j) with pii = 0
and pi j = p ji;

3. apply the classical agglomerative hierarchical clustering algorithm (Everitt
et al., 2011) choosing a linkage rule among the classical ones, e.g. single,
average and complete linkage, and using P as dissimilarity matrix.

Roughly speaking, the AHPC is a classical hierarchical clustering algo-
rithm based on a dissimilarity matrix computed through the α-percentile of the
distribution functions of Euclidean distances between each pair of considered
objects. Hence, the AHPC has interesting features. Firstly, the AHPC allows
us to exploit prior knowledge of each object that can be observed for a differ-
ent number of times, i.e. ni ̸= n j, when i ̸= j. Secondly, the possible presence
of missing values does not prevent the application of the method. Thirdly,
it should be noted that the dissimilarity matrix based on the α-percentile is
actually an ordered weighted aggregation function (see, e.g., Yager, 2000).
However, it is important to stress that considering percentiles as dissimilari-
ties only takes into consideration the ranks of the objects (see, e.g., Cena &
Gagolewski, 2020).



3 Case study

In order to illustrate the usefulness of the AHPC method, we analyze the GHGs
emissions from agriculture. We consider the methane-CH4, carbon dioxide-
CO2 and nitrous oxide-N2O per capita emissions (expressed in CO2 equiva-
lent) for the EU countries (excluding Malta due to lack of available CO2 data)
over the period 2012-2020 (source: European Environment Agency). We stan-
dardise each variable to ease the interpretation of findings. Next, we apply the
AHPC algorithm using the complete linkage and the percentile level α = 0.75
as suggested by the Monte Carlo simulation results in Durante et al., 2021.
Ignoring the two-cluster solution that is low informative due to the presence
of a singleton cluster, i.e. Ireland, we consider the second highest value of the
Average Silhouette Width (Rousseeuw, 1987) (0.346) that suggests a partition
in five clusters.

To interpret the obtained results we consider the boxplots of each anal-
ysed GHG variable according to the obtained partition (see Fig. 1). We do not
represent the fifth cluster because it is only formed by Ireland whose average
emissions are extremely higher than those of the other EU countries for all the
considered gases (average values of CH4, CO2, and N2O are 4.632, 3.790, and
3.354, respectively). It appears that countries belonging to the second cluster
are the ones with lowest GHGs emissions per capita, while the first and the
third cluster only show a lower-than-average emissions per capita for two of
the three considered gases. Finally, the countries in the fourth cluster are the
least virtuous, with emission values for each gas considered higher than the
corresponding mean value for all EU countries. It is interesting notice that the
first cluster is those with the highest number of outliers, meaning that there are
some countries with extreme GHG emissions per capita.

4 Conclusions

We have analysed the GHG emissions per capita in the EU, using the inno-
vative AHPC algorithm. We have found that the GHG emissions are different
across countries and kind of gas. This supports the need of adopting a common
policy to reach the EU goal of reducing GHG emissions.
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Figure 1. Greenhouse gases emissions of CH4 (left panel), CO2 (middle panel), and N2O
(right panel) by varying clusters from C1 to C4.
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