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ABSTRACT: The choice of an appropriate number of clusters is a key issue in model-
based clustering framework. The most popular approaches are based on the informa-
tion criteria. However, often the latter may likely overestimate the number of clus-
ters even though a good density estimation is possible. Here, we provide a dynamic
model-based clustering approach to identify homogeneous Italian NUTS3 areas based
on their equitable and sustainable well-being indicators from 2004 to 2019. In partic-
ular, the proposed model allows NUTS3 areas to move between clusters over time and
a local dimensional reduction within each cluster. The empirical results show a high
heterogeneity among the NUTS3 areas, leading to a high number of clusters. Possible
strategies for merging similar NUTS3 clusters are investigated.
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1 Introduction

In Italy, the National Institute of Statistics (Istat) has developed a multidimen-
sional approach to measure “equitable and sustainable well-being” (BES), hav-
ing the aim to integrate the traditional economic indicators with the quality of
life of people, environment, inequality and sustainability measures. These in-
dicators, updated annually since 2004, are declined into 12 relevant domains.
Recently, Istat has designed a system of equitable and sustainable well-being
indicators at NUTS3 level”, i.e. at the 107 Italian provinces, to deepen the

*NUTS: Nomenclature of Territorial Units for Statistics; NUTS 3: small regions for specific
diagnoses (https://ec.europa.eu/eurostat/web/nuts/background).



knowledge of the well-being distribution across Italy to assess inequalities
across areas. Local indicators are consistent with the national BES measures.

This paper addresses the complex, often non-linear, correlation between
the indicators, the heterogeneity characterizing the Italian NUTS3 areas and
changes and shifts in society over time under a unified framework. We identify
homogeneous NUTS3 areas which behave in a lifestyle-similar fashion while
keeping track of changes over time. We consider a clustering approach because
more structured than a suitable standard approach in socio-economic analyses.
To accommodate the multivariate longitudinal structure of the data, we pro-
pose a parsimonious hidden Markov model (HMM) that allows NUTS3 areas
to transit between clusters, i.e. different well-being levels, over time. In this
respect, a first-order finite-state Markov chain has been used to consider the
temporal dependence. Moreover, a factor model framework is considered to
capture correlation among indicators. And finally, we allow such correlations
to vary across clusters and times to make the model flexible enough to capture
the longitudinal structure of the data. The model parameters have been es-
timated through an Alternating Expected Conditional Maximization (AECM;
Meng & van Dyk, 1997) algorithm.

2 Data and methods

2.1 Data description

The motivating dataset is composed of 102 NUTS3 areas and 18 well-being
selected indicators, declined in 7 domains, to monitor their dynamics during
the period 2004 — 2019. This choice was made to consider the largest number
of Italian NUTS3 areas without missing data during the observational period.
Accordingly, four domains (Economic well-being, Social relationships, Land-
scape and cultural heritage and Innovation, research and creativity) and five
NUTS3 areas (Barletta-Andria-Trani, Enna, Fermo, Monza e della Brianza
and Sud Sardegna) are excluded from our analysis. The data are freely avail-
able at the Istat website”. A descriptive analysis confirms that socioeconomic
divergence between the North and South of Italy continues, with the North
more productive, rich and with a good health system, and the South/Islands,
where the economy is mainly based on tourism, with higher unemployment

"https://www.istat.it/en/well-being-and-sustainability/
the-measurement-of-well-being/bes-at-local-level.
This database contains data and metadata for the period 2004 —2020.



rates. Moreover, each BES indicator is related to others differently: the corre-
lation structure is rather heterogeneous, and patterns of nonlinear correlation
are present.

2.2 Parsimonious hidden Markov models for longitudinal data

We consider an HMM for multivariate longitudinal data allowing the density
of the observed process to follow a factorial model. In detail, the model is
defined by an observed process {Y;,i =1,...,n;t =1,...,T} and a hidden-
dependent process {S;,i = 1,...,n;t = 1,...,T} defined on the cluster space
{1,...,K} such that Pr(S; | Si1,-..,Si—1) = Pr(Si | Sir—1). Regarding the ob-
served process Yi = {Yi1,..., Yip}, Yirp represents the p-th response vari-
able given by the i-th units at time r (i=1,...,m;p=1,...,P;t =1,...,T)
such that f(Yy|Yi,...,Yir,Si,...,S7) = f(Yi|Si). Moreover, we defined
the initial probabilities my = Pr(Siy = k) (i = 1,...,n;k = 1,...,K) and the
transition probability matrix IT = {7y ;}, where 7ty ; = Pr(Siy = k | Si—1 = j)
(i=1,.,nt=1,...T,;j,k=1,..,K). In line with the idea proposed by
Maruotti et al., 2017, we assume that conditionally to the k-th cluster, the ran-
dom vector Y is described by:

Yir = my + Ak + e, (D

where f;; is a g-dimensional vector of cluster-specific factors drawn from
Np(0,1;), and e is a p-dimensional vector of cluster-specific error terms
drawn from Np(0,%¥;), where ¥y = diag(W1, ..., Yip), Which is assumed to
be independent of f;;. In other words, a unit 7 in cluster k follows a multivari-
ate Gaussian density with cluster-dependent mean vector y;, and covariance
matrix AxA, + WPk Notice that, by constraining whether Ay = A, ¥y = ¥
and Wy = I, a family of 8 different models can be derived. To fit the pro-
posed models, we use the AECM algorithm and recursions widely used in the
HMM literature. The simulation studies results have shown a very good model
performance in terms of the accuracy of the parameter estimates, degree of
agreement between two partitions, and the ability to detect the correct number
of clusters.

3 Empirical results

We computed Akaike Information Criterion (AIC), Bayesian Information Cri-
terion (BIC) and Integrated Completed Likelihood (ICL) for each of the eight
fitted models and combination (K,g). All the information criteria select the



unconstrained model (volumes, shapes, and orientations of the clusters are
variable among clusters) as the best solution and, in particular, BIC and ICL
recommend the solution with K = 15 and g = 4 as the most reasonable one
balancing fit and parsimony. The main results can be briefly summarized as
follows: Italian NUTS3 areas are heterogeneous; the inferred clustering struc-
ture identifies homogeneous, well-separated spatial aggregations of NUTS3
areas, leading to four Italies; persistence is the norm, transitions across clus-
ters are rare but still present; cluster-specific correlations among indicators are
effectively observed; each cluster is strongly characterized by only a subset of
well-being indicators.

4 Assessing separation between NUTS3 clusters

The estimated results show that Italy still has a significant way to go in achiev-
ing well-being convergence. The heterogeneity across NUTS3 areas is still
relevant, leading to a high number of clusters. However, the fact that some
clusters differ only by the values of a few indicators suggests that there may
be opportunities to merge similar clusters to get a more accurate overall pic-
ture of well-being in Italy and keep the specificities for further policymakers
interventions. On the basis of the most widely used approaches in the field
(see Hennig, 2010; Baudry et al., 2010; Melnykov, 2016 among others), this
opportunity is investigated.
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