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ABSTRACT: Due to the fact that there are no labels or gold standards by which 
performance of clustering can be measured, the problem of determining the right 
number of clusters (k) has not been solved to this day. However, new methods are 
proposed to ensure the best possible clustering performance. 
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1 Cluster stability 

Clustering algorithms seek to partition data into groups, according to certain 
similarity measures. The overall goal is to place similar data points in the same 
cluster, and dissimilar data points in different clusters.  

Due to the fact that there are no labels or gold standards by which performance 
can be measured, the problem of determining the right number of clusters (k) has not 
been solved to this day.  

The concept of stability has emerged as a strategy for assessing the performance 
and reproducibility of data clustering. The underlying premise is that a good 
clustering of the data will be reproduced over perturbed datasets that are nearly 
identical to the original data.  

Several methods have been developed for measuring of cluster stability. 
According to (Liu, Yu, Blair, 2021), these  methods can be broken down into the 
following three categories: resampling for stability estimation, cluster validation via 
data splitting and subsampling, and alternative methods that do not adhere to these 
classic approaches. In this study only the first two approaches will be taken into 
consideration. 



The aim of the research will be to compare these two approaches in the context 
of indicating the value of the k parameter (number of clusters). The study will be 
conducted on benchmark data sets, which are usually used in comparative studies. 
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