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ABSTRACT: When the aim is to evaluate the solution of a fuzzy clustering algorithm,
the computation of the adjusted version of the Rand index requires converting the soft
partitions to hard partitions. Furthermore, in comparing two fuzzy partitions from two
different clustering methods, an external validation index should satisfy two desirable
properties: (i) reflexivity, and (ii) a proper interpretation of correction for agreement
due to chance. In this paper, we show an extension of the commonly used adjusted
Rand index to fuzzy partitions based on normalized degree of concordance.
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1 Introduction

Cluster analysis is a data mining technique that groups units (or objects) into
a finite set of clusters (or groups) based on a distance or a similarity. The
purpose of clustering is to partition the objects into distinct groups so that ob-
servations within each cluster are similar to each other, while observations in
different clusters are different from each other. Many clustering algorithms
have been introduced In literature, and many of the methods do not produce
a partition, but e.g.hierarchies, or posterior probabilities (e.g. model-based
clustering). Furthermore, since groups can be formally seen as subsets of the
entire data set, one possible classification of clustering methods can be done
according to whether the subsets are crisp (hard) or fuzzy (soft). Hard clus-
tering methods are based on classical set theory and restrict each object in the
data set to belong to exactly one cluster. Soft clustering methods allow objects
to belong to several clusters simultaneously, with different degrees of mem-
bership. In contrast to hard clustering, each object has a membership value in
each cluster: the larger the value of the membership value for a given object
with respect to a cluster, the larger the probability of that object being assigned



to that cluster. An extensive overview of cluster analysis can be found in Kauf-
man & Rousseeuw, 2005, Everitt et al., 2011, Duran & Odell, 2013, Hennig &
Meila, 2015. However, clustering is an unsupervised learning problem since
the aim is to identify a structure in an unlabeled data set. As a consequence, an
important issue in cluster analysis is the evaluation of clustering results. The
procedure for evaluating the goodness of the results of a clustering algorithm is
known as cluster validation. Generally, there are three approaches to assessing
cluster validity involving internal, external, and relative criteria. Internal vali-
dation criteria use the information involving the data set used in the clustering
process (e.g. Silhouette index). External validation criteria evaluate clustering
results by comparing them to an externally known result. Relative validation
criteria evaluate the clustering structure by comparing it to other clustering
schemes, i.e. by varying different parameter values for the same algorithm.
Several external validation criteria have been proposed in the literature to eval-
uate hard or soft clustering algorithms. Among them the most popular indexes
are Rand Index proposed by Rand, 1971 and its corrected versions for fuzzy
partitions (see e.g. Campello, 2007, Frigui et al., 2007, Brouwer, 2009, An-
derson et al., 2010, Hüllermeier et al., 2012). In this work, attention is put on
external validation criteria to evaluate the goodness of fuzzy partitions.

2 The key idea

We think that, in comparing the partitions coming from two, different clus-
tering methods, a good index to be used should satisfy at least two desirable
properties: (i) reflexivity and (ii) a proper interpretation of correction for agree-
ment due to chance. The problem with evaluating the solution of a fuzzy clus-
tering algorithm with the original formulation of the Rand index (RI) is that
it requires converting the soft partitions into hard partitions, thus losing infor-
mation. As Meilă, 2007 and Morey & Agresti, 1984 pointed out, there are
other known problems with RI. It approaches its upper limit as the number of
groups increases; it is extremely sensitive to the number and size of groups
considered in each partition as well as to the overall number of observations
considered; the expected value of RI for two random partitions does not take
a constant value. To overcome these drawbacks, Hubert & Arabie, 1985 has
proposed an adjusted version of RI (ARI) assuming the generalized hypergeo-
metric distribution as the randomness model. Besides the ARI, even the fuzzy
generalizations of the RI proposed by Campello, 2007, Frigui et al., 2007,
Brouwer, 2009, and Anderson et al., 2010 fail to satisfy reflexivity property
and therefore cannot be considered a metric.



Since we are interested in comparing fuzzy partitions and ARI is still the most
popular measure used for clustering comparison, we show an extension of ARI
to fuzzy partitions. The proposed index, named Adjusted Concordance Index
(ACI), is based on the fuzzy variant of the ARI proposed by Hüllermeier et al.,
2012. These authors based their proposal on the fuzzy equivalence relation
and this allows us to rewrite every partition as a similarity matrix based on the
normalized city block. Thus, the ACI is given by:

ACI =
NDC−NDC

1−NDC
,

where the normalized degree of concordance (NDC) is a direct generalization
of the RI and NDC, is the mean value of the NDC over all the permutations.
Since, NDC(P,Q) = 1−d(P,Q), where P and Q are two fuzzy partitions, the
NDC is the only extension of the RI to the fuzzy partition which fulfills the
reflexivity property that always guarantees that its maximum value is equal to
one.
For further details and comments on ACI, the interested reader may refer to
D’Ambrosio et al., 2021.

3 Conclusion

To evaluate the fuzzy clustering results, the external validation criteria pro-
posed in the literature fail two desiderata: reflexivity, and a proper expecta-
tion. To compare fuzzy clustering algorithms, the adjusted Rand index (ARI),
is commonly used to measure agreement between partitions. Following simi-
lar reasoning to Hubert & Arabie, 1985, we have provided the adjusted version
of the normalized degree of concordance (NDC) index defined by Hüllermeier
et al., 2012. We named it the adjusted concordance index (ACI). It normal-
izes the difference between NDC itself and the point estimate of its expected
value. Since NDC is the only fuzzy extension of the Rand index that possess
the reflexivity property, thus the resulting ACI is itself a reflexive index. In this
regard, our proposal works with any raw fuzzy index, provided that the two
above-mentioned desiderata are satisfied.
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MEILĂ, M. 2007. Comparing clusterings - an information based distance.
Journal of Multivariate Analysis, 98(5), 873–895.

MOREY, L.C., & AGRESTI, A. 1984. The measurement of classification
agreement: an adjustment to the Rand statistic for chance agreement. Ed-
ucational and Psychological Measurement, 44(1), 33–37.

RAND, W.M. 1971. Objective criteria for the evaluation of clustering methods.
Journal of the American Statistical Association, 66(336), 846–850.


