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ABSTRACT: In artificial neural networks, computational units typically compute a
linear combination of their inputs and then apply a nonlinear filter, often a ReLU,
shifted by some bias. If the inputs come from other units, they have already been
filtered with their own biases. In a layer, multiple units share the same inputs, and each
input is filtered with a unique bias. This results in output values based on shared input
biases rather than individually optimized ones. To address this issue, we introduce
DAC, a new computational unit that incorporates preactivation and multiple biases.
This design allows input signals to undergo independent nonlinear filtering before the
linear combination.
In this short note, we sketch the design of this new computational unit. Full theoretical
support and empirical evidence, suggesting that DAC could be an improved design for
the basic computational unit in neural networks, can be found in Metta et al., 2023.
Code at https://github.com/CuriosAI/dac-dev
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1 Introduction

Historically the structure of the perceptron, the artificial neural network’s fun-
damental computational unit, has rarely been questioned. The biological in-
spiration is straightforward: input signals from the dendrites are accumulated
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at the soma (with a linear combination), and if the result is above the activation
threshold (that is, the opposite of some bias) there is a nonlinear reaction, as
the neuron fires along the axon (with the activation function).

In time the early sigmoid activation function was replaced by ReLU and
variants, and this has brought us to the current situation in which most units
output their signal through a nonlinear activation function which effectively
destroys some information. In fact, ReLU is not invertible, as it collapses to
zero all negative values. Though some of its variants may be formally invert-
ible (ELU Clevert et al., 2016 for example), they overall perform in a way very
similar to ReLU. This suggests that their way of compressing negative values
leads to the same general properties of the latter.

In this note, we describe a radical rethinking of the standard computational
unit, where the output brings its full, uncorrupted information to the next units,
and only at this point is the activation function applied, with biases specialized
for each unit. From the biological point of view, this is like having the activa-
tion at the dendrites instead of at the base of the axon. Thus, we call the new
unit ‘DAC’, for ‘Dendrite-Activated Connection’.

An extended version of this note, with implementation details, an effi-
ciency analysis in terms of parameters and FLOPs, empirical evidence that
DAC provides several benefits with respect to standard units, a theoretical anal-
ysis including a universal approximation theorem, and more, can be found in
the full paper Metta et al., 2023.

2 From standard to DAC units

To describe this paper’s idea, we look at a neural network as a directed acyclic
computational graph. We denote the set of its nodes by I . If i ∈ I is a node,
we denote its parents (in-neighbors) by Ii ⊂ I . In the standard model for
computational units in a neural network, a bias bi, a set of weights wi, j for
j ∈ Ii and a nonlinearity ϕi are associated with every node i. In this paper, ϕi
is always ϕ = ReLU.

Standard model network flow involves updating node i’s value yi using a
nonlinear filter, activation ◦ bias, applied to some information linearly aggre-
gated from node i’s parents:{

zi = ∑ j∈Ii wi, j y j linear aggregation
yi = ϕ(bi + zi) nonlinear filter

(1)

Figure 1 exhibits this point of view, emphasizing that parent nodes (white
boxes) are themselves filtered with biases and ReLU. For each parent node



Figure 1: Standard network example. A fully connected layer with 3 input
units and 2 computational units. The set of in-neighbors of nodes 4 and 5 is
I4 = I5 = {1,2,3}. Bullets and rectangles represent linear aggregation and
nonlinear filters (1), respectively. Units 4 and 5 must share the same biases
b1,b2,b3 in their inputs, potentially causing outputs y4 and y5 to be based on
deteriorated information.

i = 1,2,3, the bias bi is uniquely determined. Since children nodes j = 4,5
cannot access zi directly, they must use the filtered versions yi, sharing the way
they are filtered. We refer to this as shared biases and argue that it could cause
information degradation.

The direct solution to this problem is to apply the nonlinear filter with
non-shared biases at the input of the unit, before the linear aggregation. We
investigate this idea, by studying a new computational unit briefly described as
linearity ◦ (activation ◦ non-shared biases):{

yi, j = ϕ(bi, j + z j) nonlinear filter
zi = ∑ j∈Ii wi, j yi, j linear aggregation

(2)

The artificial neuron described by (2) reflects a recent shift in the under-
standing of the biological neuron towards a model that incorporates active den-
drites Larkum, 2022; Magee, 2000. Active dendrites perform a local nonlinear
signal modulation before integration at the soma level. Since the biases bi, j
in (2) can depend on both input and output nodes, that is, on the edges of the
graph, and since these edges correspond to dendrites in biological neurons, we
call this new computational unit a Dendrite-Activated Connection (DAC) unit.
See Metta et al., 2023 for more details on biological inspiration.

One can view DAC as a preactivated unit with multiple non-shared input
biases, meaning that DAC units sharing the same inputs can filter them with
different nonlinearity thresholds, see Figure 2.



Figure 2: DAC network example: the network from Figure 1 with standard
units replaced by DAC units. The input biases b1,b2,b3, contributing to the
output values z4 and z5, now depend also on the output nodes 4,5. We call this
feature non-shared biases because it allows DAC units sharing the same input
to use different (non-shared) thresholds instead of a single (shared) input bias.
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