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ABSTRACT: We present how MI can be considered for addressing missing values
in the context of clustering. For achieving this goal, we present a novel imputation
method entitled FCS-homo, as well as a pooling method for the set of partitions ob-
tained from each imputed data set. The proposed methodology is evaluated using a
simulation study in comparison with state of the arts methods. We start by treating
the case where the observations are generated from a gaussian mixture model with
missing at random values. The study is completed by experiments based on various
real data sets where the distribution of the data is unknown. These first results tend
to show that multiple imputation is a efficient method for handling missing data in
clustering, especially when the data distribution is unknown.
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1 Introduction

Among methods for addressing missing values, direct methods (DM) and mul-
tiple imputation (MI) are probably the most commonly considered. DM can
be described as methods consisting in adapting the analysis methodology to
be applied on incomplete data. This can be achieved by optimising a criterion
based on incomplete data rather than complete data. DM are theoretically ap-
pealing, but they require a dedicated methodology for each analysis method.
On the contrary, MI consists in separating the missing data issue to the analysis
by proceeding in three steps. The first step is the imputation step, which con-
sists in replacing each missing values by several plausible values. At the end,
several imputed datasets are available. The second step consists in analysing
each imputed dataset according to the analysis method wished. Finally, the
third step consists in pooling the several analysis results to obtain a unique
one. By separating the imputation step and the analysis step, MI allows apply-
ing any statistical analysis when missing values are imputed and consequently
is less analysis method dependent that DM. However, it can also introduce bias
if the imputation method is not well chosen in regard to the analysis model.



Several DM have been proposed to perform clustering with missing values.
For instance, Marbac et al. (2019) proposed an EM algorithm to estimate pa-
rameters from a gaussian mixture model, Chi et al. (2016) proposed to extend
kmeans criterion for accounting for missing values, while Hathaway & Bezdek
(2001) extended fuzzy c-means algorithm by an optimal completion strategy.
However, addressing missing values by MI remains challenging in clustering
for at least two reasons. Firstly, because the imputation step requires specific
models. Indeed, available imputation methods are generally based on the as-
sumption that observations are drawn from a unique distribution, which is ob-
viously inconsistent with the underlying assumptions made in cluster analysis.
The second reason is that the way to pool partitions obtained at the second MI
step is unclear. Indeed, the pooling rules in MI are theoretically applied on the
parameters from a generalized linear model and not on a categorical variable
as a partition of observations. Thus, addressing missing values in clustering by
MI is not straightforward.

In this work, we propose a novel methodology for addressing missing val-
ues in clustering by MI. It consists in a novel imputation method entitled FCS-
homo as well as a novel pooling rule.

2 Method

2.1 FCS-homo

Fully conditional specification (FCS) (van Buuren et al., 2006) consists in im-
puting missing data by assuming a distribution for each variable conditionally
to the others and then impute each variable sequentially according to each
ones. FCS methods are often used in practice since they allow a better fit of
the imputation model. More precisely, let P(X j|X− j;ζ j) be the distribution of
X j (1 ≤ j ≤ p) conditionally to other variables, denoted X− j, and parameter-
ized by ζ j. For instance, P(X j|X− j;ζ j) =N (X− jβ,σ

2) with ζ j = (β,σ). Then,
FCS methods impute the mth data set as follows:

• initialize missing values of X by random draws from observed values
• for j in 1 ... p

a generate ζ j based on observed individuals on X j
b impute X jaccording to P(X j|X− j;ζ j)

• repeat until convergence

In a context of cluster analysis, we propose a FCS method which accounts
for the cluster data structure. To achieve this goal, each regression model is



conditional to a supplementary variable W indicating the cluster of each ob-
servation. Let Z = (W,X) be the incomplete data set gathering the cluster
variable W , which is unknown and considered as fully missing, and X the in-
complete data set. Then, the algorithm involves two main steps: imputation of
Z given W and vice versa. Generating Z given W is performed using regres-
sion models including an intercept specific to each cluster P(Z j|Z− j,W ;ζ j) =
N (Z− jβ+µw,σ

2) ζ j = (β,σ,µw) while generating W given Z is performed
using linear discriminant analysis (see Audigier et al. (2021) for more details).

2.2 Pooling

Given M imputed data set, we denote Ψm the partition obtained from the data
set m. This partition can be obtained from any clustering algorithm (e.g. k-
means). The set (Ψm)1≤m≤M is pooling using Non Negative matrix Factoriza-
tion which consists in looking at the partition Ψ̄ such as

Ψ̄ = argminΨ

M

∑
m=1

δ(Ψ,Ψm) (1)

with δ(Ψ,Ψm) the number of disagreements * between Ψ and Ψm. An associ-
ated instability can also be computed as proposed in Audigier & Niang (2022).

3 Results

The proposed methodology is evaluated by comparison with DM approaches
under MAR mechanisms. For this purpose, we focus on three clustering tech-
niques: the Gaussian mixture model, the k-means and the fuzzy c-means. The
study is first carried out on data simulated according to a Gaussian mixture
model in which we vary the separability of the clusters, their number, their
size and their correlation structure. Missing data are generated according to
different mechanisms varying by their nature (MCAR or MAR) and by the
rate of missing values. In a second step, both approaches are compared on
different real data sets where the distribution is not known but where a clus-
ter structure is well identified. In both cases, the three clustering techniques
are applied using the theoretical number of clusters and the missing data are
handled either directly or by multiple imputation. The resulting partitions are

*δ(Ψ,Ψ′) = ∑(i,i′) δii′ with δii′ = 1 if individuals i and i′ are in the same cluster for a given
partition and not for the second, while δii′ = 0 otherwise



then compared to the expected partition according to the adjusted Rand index
(ARI).

4 Discussion

The study illustrates that the use of multiple imputation for handling miss-
ing values in clustering generally improves the partition quality for geometric
clustering methods, namely k-means and fuzzy c-means, compared to direct
k-pod and optimal completion strategy approaches (respectively). As for the
results on the parametric Gaussian model approach, similar performances are
observed when the data are derived from a Gaussian mixture. Nevertheless,
significant differences are observed on real data where the direct methods of-
ten lead to lower ARI.

Thus, these first results tend to show that MI is a efficient method for
handling missing data in clustering, especially when the data distribution is
unknown. Moreover, this technique allows to apply any clustering method
on incomplete data, whereas direct methods remain specific to the clustering
technique considered.
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