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ABSTRACT: A popular approach to the problem of clustering multiple network data
makes use of distance metrics that measure the similarity among networks based on
some of their global or local characteristics. In this context, we propose a novel
Bayesian nonparametric approach to model undirected labelled graphs sharing the
same set of vertices, which allows us to identify clusters of networks characterized by
similar patterns in the connectivity of nodes. Our construction relies on the definition
of a location-scale Dirichlet process mixture of centered Erdős–Rényi kernels. An ef-
ficient Markov chain Monte Carlo scheme is proposed to carry out posterior inference
and provide a convenient clustering of the multiple network data, while the number
of clusters in the population is not set a priori but inferred from the data. The perfor-
mance of our approach is investigated by means of an extensive simulation study and
illustrated with the analysis of a dataset on brain networks.
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